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ABSTRACT. We study model theoretical stability for structures from functional analysis.
We prove a functional-analytic version of the Finite Equivalence Relation Theorem. We
also the Stability Spectrum Theorem for Banach space structures.

1. INTRODUCTION

In [3], we introduced the notion of model theoretical stability for Banach space struc-
tures and gave several characterizations of stability. Here we study further properties of
stable theories.

In Sections 3 and 4 we introduce the concept forking for positive bounded formulas and
prove some properties which characterize forking. The proofs in these sections are direct
adaptations of the corresponding proofs in classical model theory, but we include them for
completeness.

In Section 5 we prove a functional analytic version of the Finite Equivalence Relation
Theorem:

Theorem. Let p ∈ Sn(A) andq1 andq2 be two distinct nonforking extensions ofp over
a modelE containingA. Then, ifN > ‖p‖, there exists a pseudometricρ on (BN)

n such
that

1. ρ is definable overA;
2. (BN)

n is compact with respect toρ;
3. There existsε > 0 such thatρ(ā1, ā2) > ε, whenever̄a1 realizesq1, andā2 real-

izesq2.

We call this result the “Compact Pseudometric Theorem”. The role played by equiva-
lence relations in classical model theory is mirrored in this context by pseudometrics, and
the role played by finiteness is mirrored by compactness.

Section 7 is devoted to superstability. To characterize superstability in terms of forking
in this context, a topological analysis of forking is needed. Namely, if an extension forks,
“how much” does it fork? This type of analysis is developed in Section 6.

In Section 8 we prove that the Stability Spectrum Theorem for Banach Space structures
for the case when the uniform structure is metrizable. Finally, in Section 9, we provide
two examples: an example of a Banach space structure which is superstable but notω-
stable with respect to the metricd on the space types, and an example of a structure which
is stable but not superstable with respect to the same metric. Both structures consist of
Hilbert spaces with operators.
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We extend to this paper the assumptions and notational conventions of [3]. We deal with
Banach space structures, positive bounded formulas, and approximate satisfaction|=A. If
ϕ andψ are positive bounded formulas,ϕ < ψ means thatψ is an approximation ofϕ. If
6 is a set of positive bounded formulas,6+ denotes the set of approximations of formulas
in 6.

Throughout the paper,T denotes astablepositive bounded theory over a countable
language. The letterE denotes a monster model forT . The norm of a finite tuple inE is
its `∞-norm. The norm of a type is the norm of a tuple realizing the type. IfX is a subset
of E or a set of types,BN(X) denotes the set of elements ofX of norm less than or equal
to N. We writeB(X) instead ofB1(X).

The letterU denotes a fixed uniform structure on the space of types ofT . Unless speci-
fied otherwise, all the vicinities mentioned are vicinities ofU.

2. THE TOPOLOGY OF FORMULAS

If ϕ is an L(E)-formula, we let [ϕ ] = { p ∈ S(T) | ϕ ∈ p }. The logical topology
on S(T) is defined as follows. The basic closed sets are the sets of the form [ϕ ]. This
topology is Hausdorff. The sets [ϕ ] need not be open. However, ifp ∈ S(T), the sets
{ [ ψ ] | ψ ∈ p+ } form a basic system of neighborhoods ofp.

The logical topology is not compact: Form < ω, let ϕm(x) be the formula‖x‖ ≥ m.
Then [ϕ0 ] ⊇ [ ϕ1 ] ⊇ . . . , but

⋂
m<ω[ ϕm ] = ∅. However, by the compactness theorem,

the restriction of the logical topology toBN( S(T) ) is compact, for everyN > 0. Hence,
the logical topology is locally compact andσ -compact.

If A ⊆ B, the restriction map fromS(B) onto S(A) is continuous with respect to the
logical topology. SinceBN( S(B) ) is compact, for everyN > 0, the restriction map from
BN( S(B) ) ontoBN( S(B) ) is closed.

In this paper, when we refer to topological properties of sets of types, the underlying
topology is assumed to be the logical topology.

3. FORKING

In this section and the next, we define the concept forking in Banach space model theory
and prove some properties which characterize it. Any of the approaches to the calculus of
forking available in the literature can be transposed, more or less straightforwardly, into
the context Banach space model theory. Nonetheless, we have included the proofs for
reference, inasmuch as they are short. We have followed the approach of M. Ziegler’s
lecture notes [8].

Let ( xi | i ∈ I ) be a sequence of variables. A atype in( xi | i ∈ I ) is a setp of
formulas in the variables( xi | i ∈ I ) such that for everyn ≥ 0 andi1, . . . , in ∈ I , the
restriction ofp to formulas in the variablesxi1, . . . , xin is a type.

If A ⊆ E, the set of types overA in the variables( xi | i ∈ I ) is denotedSI (A).
We shall use boldface lettersp,q, . . . to denote types inSI (E). The barred letters

ā, b̄, . . . will denote sequences indexed byI , regardless of the cardinality ofI .
Let E ⊆ A and letp ∈ SI (A). We say thatp is finitely realized inE if for every positive

bounded formulaϕ(x̄, ā) ∈ p and everyψ > ϕ there existsū ∈ E such thatE |=A
ψ(ū, ā). (This concept was introduced in [3] for types in a finite number of variables.)

3.1. Definition. Let A ⊆ E, andp ∈ SI (E). We say thatp does not fork overA if p is
finitely realized in every model containingA.

Proposition 3.2. Let A ⊆ E. Every type overA has an extension overE which does not
fork overA.
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Given a sequence of variables( xi | i ∈ I ), we will denote byNA( xi | i ∈ I ) the
following set:

{
σ(xi1, . . . , xin, b̄)

∣∣∣∣ i1, . . . , in ∈ I , b̄ ∈ E

There exists a modelE ⊇ A such thatEn ⊆ σ(E, b̄)
}
.

3.3. Lemma(Fundamental Existence Lemma). If p ∈ SI (E) and

p ⊇ NA( xi | i ∈ I ),

thenp does not fork overA.

Proof. Let E be a model containingA. We wish to show that ifϕ(x̄, b̄) ∈ p andψ > ϕ,
then there exists̄u ∈ E such thatE |=A ψ(ū, b̄). Take suchϕ andψ . If there is noū ∈ E
as above, thenE ⊆ neg(ψ(E, b̄)), so neg(ψ(x̄, b̄)) ∈ NA( xi | i ∈ I ) ⊆ p. But this
contradicts the consistency ofp. a
Proof of Proposition 3.2.By the Fundamental Existence Lemma, we only have to show
that p∪NA is consistent. Suppose, by way of a contradiction, that it is inconsistent.

Claim. There existN > 0, anL(A)-formulaψ(x̄), modelsE1, . . . , Em containingA, and
L(E)-formulasσ1(x̄, b̄1), . . . , σm(x̄, b̄m) (with all the parameters exhibited) such that

¦ ‖x̄‖ ≤ N ∧ ψ(x̄) is realized in every model;
¦ Ei ⊆ σi (E, b̄i ), for i = 1, . . . ,m;
¦ ψ(x̄) ∧∧m

i=1 σi (x̄, b̄i ) is inconsistent.

Proof of the Claim.Suppose thatp ∪ NA( xi | i ∈ I ) is inconsistent. Then there exist
ϕ ∈ p+ andσ1(x̄, c̄1), . . . , σm(x̄, b̄m) ∈ NA, such that

ϕ(x̄) ∧
m∧

i=1

σi (x̄, b̄i )

is inconsistent. We can assume thatϕ is of the form‖x̄‖ ≤ N ∧ ψ(x̄), whereN is larger
than the norm of the restriction ofp to the variables̄x. a

Now we show that the claim contradicts the stability ofT . Fix an infinite cardinalκ, in
order to prove thatT is κ-unstable with respect to the discrete uniform structure. Letλ be
the least cardinal such that 2λ > κ.

A simple compactness argument shows that can assume that theEi ’s of the claim are
isomorphic toE. This assumption allows us to apply the claim iteratively. We find models
Es, for s ∈ m<λ, and tuples̄bsa1, . . . , b̄sam ∈ Es, such that

(i) Et ⊆ Es, if s⊂ t ;
(ii) ‖x̄‖ ≤ N ∧ ψ(x̄) is realized in eachEs;

(iii) Esai ⊆ ∧σi (Es, b̄sai ), for s ∈ m<λ andi = 1, . . . ,m;
(iv) ψ(x̄) ∧∧m

i=1 σi (x̄, b̄s) is inconsistent, for everys ∈ m<λ.

Let A = ⋃{ b̄s | s ∈ m<λ }. We have card(A) ≤ κ. For eachi = 1, . . . ,m and each
ξ ∈ mλ, the set

{ ‖x̄‖ ≤ N ∧ ψ(x̄) } ∪ { σi (x̄, b̄sai ) | sa i ⊂ ξ }
is consistent, by (i)–(iii). Letqξ be a type extending this set. By (iv),qξ 6= qη if ξ and
η are distinct sequences inmλ. Hence, card(Sn(A)) ≥ 2λ > κ, soT is notκ-stable with
respect to the discrete uniform structure. a
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Let p(x̄) andq(x̄) be types overE. Let

(E,Pϕ)ϕ(x̄)∈L , (E,Qϕ)ϕ(x̄)∈L

be corresponding morleyizations (see[3]). . ForN > 0, we define

dist( p|BN, q|BN ) = sup

{
‖Pϕ |BN − Qϕ |BN ‖∞

∣∣∣∣ ϕ(x̄) ∈ L

}
.

Then dist is a metric onS(BN).
The following concept was introduced in [4].

3.4. Definition. A type p over E is almost overA if conjA(p) is a compact subset of
( S(BN), dist ), for everyN > 0.

Proposition 3.5. Let A be a subset ofE, and letp ∈ SI (E). The following conditions are
equivalent.

(1) p does not fork overA.
(2) p is the heir ofp|E, for every modelE containingA.
(3) p is definable over every model containingA.
(4) p is almost definable overA.
(5) p has at most2ℵ0-manyA-conjugates.
(6) There exists a cardinalκ such thatp has at mostκ manyA-conjugates.

Proof. SinceT is stable,p is definable. Thus, (3)–(5) are equivalent by Corollary 8 of [4].
The implication(2)⇒ (1) is given by Theorem 8.7 of [3], and(3)⇒ (2) is clear. We now
prove(1)⇒ (3).

Let E be a model containingA. We show that everyE-automorphism ofE fixes p.
The Beth Definability Theorem [2] will then imply thatp is definable overE. Let f
be such an automorphism. Take a formulaϕ(x̄, b̄) ∈ p, a formulaψ(x̄, f (c̄)) ∈ f (p),
and approximationsϕ′ > ϕ andψ ′ > ψ . Sincep is finitely realized inE, there exists
ū ∈ E such that|= ϕ′(ū, b̄) ∧ ψ ′(ū, c̄). Since f fixes E pointwise, we also have|=
ϕ′(ū, b̄) ∧ ψ ′(ū, f (c̄)). We have shown thatp+ ∪ ( f (p))+ is consistent. We conclude,
then, thatf (p) = p. a

4. PROPERTIES OF FORKING

4.1. Definition. Let A ⊆ B, andp ∈ S(B). We say thatp does not fork overA, or thatp
is a nonforking extension ofp|A, if p has an extensionp overE such thatp does not fork
over A.

Property 1 (Uniqueness). Let A ⊆ B and p,q ∈ S(B). If p andq do not fork overA and
p|A = q|A, thenp andq are conjugates overA.

First we show the following lemma.

4.2. Lemma. Suppose thattp(ā/A ∪ b̄) does not fork overA. Then every extension of
tp(b̄/A) overE is an A-conjugate of some extension oftp(b̄/A∪ ā).

Proof of the Lemma.The hypothesis means that there exists an extensionp of tp(ā/A∪ b̄)
which does not fork overA.

Let q be an extension of tp(b̄/A). We seek a conjugateq′ of q, extending tp(b̄/A∪ ā).

Claim. Let E be a model containingA. Then

(1) There exists anA-automorphismf of E such thatf (q) extendstp( b̄/ f (E) ).
(2) There exists anA∪ b̄-automorphismg of E such thatg(p) extendstp(ā/g( f (E)) ∪ b̄).
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Proof of the claim.(1): Takeb̄0 such thatq extends tp(b̄0/E). Let f be anA-automorphism
of E mappingb̄0 to b̄. Then f (q) extends tp( b̄/ f (E) ).

The proof of (2) is similar. a
Take now a modelE ⊇ A such thatq is definable overE. Let f andg correspond to

E as in the claim, and letq′ = g( f (q)). Thenq′ is definable overg( f (E)), soq′ is the
heir ofq′|g( f (E)) = tp( b̄/ g( f (E)) ). Also, by hypothesis tp( ā / g( f E)) ∪ b̄ ) is finitely
realized ing( f (E)). This means that tp( b̄/ (g( f (E)) ∪ ā ) is the heir of tp( b̄/ g( f (E)) ).
But heirs are unique, soq′ must extend tp( b̄/ g( f (E)) ). a
Proof of Property 1.Let p = tp(b̄/A). By Proposition 3.2, there exists a modelE ⊇ A
such that tp(E/A ∪ b̄) does not fork overA. Let p be the heir of tp(b̄/E). We show that
every extensionq of p which does not fork overA is an A-conjugate ofp. Take such an
extensionq. By the preceding lemma, there is anA-conjugateq′ of q that extends tp(b̄/E).
By Proposition 3.5,q′ is the heir of tp(b̄/E). Thusq′ = p. a
Property 2 (Isomorphism). Let A ⊆ B and p ∈ S(B). If p does not fork overA andq is
A-isomorphic top, thenq does not fork overA.

Proof. Clear. a
Property 3 (Heir). A type p does not fork over a modelE if and only if p is the heir of
p|E.

Proof. By Proposition 3.5. a
Property 4 (Existence). Let A ⊆ B. Every type overA has an extension overB which
does not fork overA.

Proof. By Proposition 3.2. a
Property 5 (Monotonicity). Let A ⊆ B ⊆ C and p ∈ S(C). If p does not fork overA,
then p does not fork overB and p|B does not fork overA.

Proof. Clear. a
Property 6 (Continuity). Let p ∈ S(B).

(1) If A ⊆ B, p(x̄) ∈ S(B) and p forks overA, there exists a formulaϕ ∈ p+ such that
every extension ofp|A containingϕ forks overA.

(2) For everyp(x̄) ∈ S(B) there exists a countable subset ofB over whichp does not
fork.

Proof. (1): An extensionq(x̄) of p|A is nonforking if and only ifq is consistent with
p|A∪NA(x̄). Now, p is a forking extension ofp|A; hence, there exists a formulaϕ ∈ p+
such that{ϕ } is inconsistent withp|A∪NA(x̄). Any extension ofp|A containingϕ must
fork over A.

(2): Let p(x̄) be an extension ofp which does not fork overB. By Proposition 3.5,p
is almost definable overB. But thenp is almost definable over a countable subsetB0 of
B.(See [4].) Again by Proposition 3.5, we conclude thatp does not fork overB0. a
Property 7 (Boundedness). If A ⊆ B, every type overA has at most2ℵ0 nonforking ex-
tensions overB.

Proof. From Proposition 3.5 and Uniqueness. a
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Property 8 (Transitivity). Let A ⊆ B ⊆ C and p ∈ S(C). If p does not fork overB and
p|B does not fork overA, thenp does not fork overA.

Proof. Take an extensionp of p and an extensionq of p|B such thatp does not fork over
B andq does not fork overA. Thenp does not fork overB, so, by Uniqueness,p andq
areB-conjugate. Thus,p does not fork overA. a
4.3. Definition. Let A, B,C be subsets ofE. We say thatA andB areindependent over
C if tp(A/C ∪ B) does not fork overC.

Proposition 4.4. (1) (Symmetry)A and B are independent overC if and only if B and A
are independent overC.

(2) A1 ∪ A2 and B are independent overC if and only if A1, B are independent overC,
and A2, B are independent overC.

Proof. (1): Suppose thatA andB are independent overC. Take an extensionp of tp(A/C∪
B) which does not fork overC. By Lemma 4.2 there exists an extensionq of tp(B/C∪ A)
such thatq is aC-conjugate ofp. Hence, tp(B/C ∪ A) does not fork overC.

(2): The following conditions are equivalent (the second equivalence is a consequence
of Monotonicity and Transitivity):

¦ A1 ∪ A2 andB are independent overC;
¦ A1, B are independent overA2 ∪ C, andA2, B are independent overC;
¦ A1, B are independent overC, andA2, B are independent overC.

a
For A ⊆ B andM > 0, let

NM (B, A) = { p ∈ BM (S(B)) | p does not fork overA }.
Proposition 4.5(Open Map Theorem). If A ⊆ B and M > 0, the restriction map from
NM (B, A) ontoBM (S(A)) is open.

Proof. Without loss of generality, we can assumeB = E. Let U be an open subset of
NM (E, A). Let

Ũ = { q ∈ NM (E, A) | q|A ∈ U |A }.
By Uniqueness,Ũ is a union of Aconjugates ofU , and hence it is open. Therefore,
BM (S(A)) \U |A = (NM (E, A) \ Ũ )|A is closed, andU |A is open. a

5. THE COMPACT PSEUDOMETRICTHEOREM

One of the goals of this paper is to point out the analogy between the role played by
pseudometrics in the model theory of Banach space structures and the role played by equiv-
alence relations in classical model theory; also, the analogy between the role played by
compactpseudometrics in analysis and that played byfinite equivalence relations in alge-
bra. One of the central results of classical stability theory is Shelah’s Finite Equivalence
Relation Theorem [6]. In this section we prove the analogous result, involving compact
pseudometrics, for Banach space structures:

5.1. Theorem(Compact Pseudometric Theorem). Let p ∈ Sn(A) and q1 and q2 be two
distinct nonforking extensions ofp over a modelE containingA. Then, ifN > ‖p‖, there
exists a pseudometricρ on (BN)

n such that

(1) ρ is definable overA;
(2) (BN)

n is compact with respect toρ;
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(3) There existsε > 0 such thatρ(ā1, ā2) > ε, whenever̄a1 realizesq1, andā2 realizesq2.

In the proof we will use the fact (proved by A. Weil in his classic monograph [7]) that a
uniform structure that has a countable base is metrizable. Furthermore, we will use some
fine aspects the construction given in the proof.

Proposition 5.2. LetV be a uniform structure onX. Let{Um | m< ω } be a sequence of
subsets ofX × X such that:

¦ U0 = X × X;
¦ Um is a vicinity ofV, for eachm> 0;
¦ Um+1 ◦Um+1 ◦Um+1 ⊆ Um for everym.

Then there exists a pseudometricρ on X such that

(1) Um ⊆ { (x, y) | ρ(x, y) ≤ 2−m } ⊆ Um−1, for eachm> 0;
(2) If f is a bijection ofX such thatf (Um) = Um for everym, then f (ρ) = ρ.

If every vicinity of V contains someUm, then it follows from (1) thatV is the uniform
structure ofρ. In particular, if the topology ofV is Hausdorff, thenρ is a metric.

For the proof of the preceding proposition, we refer the reader to Bourbaki [1] or J. Kel-
ley’s book [5].

Proof of the Compact Pseudometric Theorem.Sinceq1 6= q2, there exists a formulaϕ(x̄, ȳ),
a tupleē∈ E, and an approximationψ of ϕ such that

ϕ(x̄, ē) ∈ q1, ψ(x̄, ē) /∈ q2.(*)

Now, given formulas

σ1(x̄, ȳ) < σ ′1(x̄, ȳ)

...

σk(x̄, ȳ) < σ ′k(x̄, ȳ),

we define a set of pairs

V [σ1, σ
′
1, . . . , σk, σ

′
k] ⊆ (BN)

n × (BN)
n

as follows:V [σ1, σ
′
1, . . . , σk, σ

′
k] is the set of all pairs(c̄, c̄′) such that for every nonforking

extensionr(ȳ) of tp(ē/A) and everyi = 1, . . . , k,

σi (c̄, ȳ) ∈ r implies σ ′i (c̄
′, ȳ) ∈ r

σi (c̄
′, ȳ) ∈ r implies σ ′i (c̄, ȳ) ∈ r .

Step 1. The family

V = { V [σ1, σ
′
1, . . . , σk, σ

′
k] | σi < σ ′i , k < ω }

is a base for uniform structure on(BN)
n (in the sense of Chapter6 of [5] ).

Proof of Step 1.Since the definition ofV [σ1, σ
′
1, . . . , σk, σ

′
k] is symmetric inc̄ andc̄′, each

V ∈ V is a symmetric subset of(BN)
n × (BN)

n. It is also clear that eachV ∈ V contains
the diagonal of(BN)

n. Now we check the remaining conditions.
For everyV1,V2 ∈ V there existsW ∈ V such thatW ⊆ V1 ∩ V2: Let

V1 =V [σ1, σ
′
1, . . . , σk, σ

′
k],

V2 =V [τ1, τ
′
1, . . . , τl , τ

′
l ].
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If

W = V [σ1, σ
′
1, . . . , σk, σ

′
k, τ1, τ

′
1, . . . , τl , τ

′
l ],

thenW ⊆ V1 ∩ V2.
For everyV ∈ V there existsW ∈ V such thatW ◦W ⊆ V : Suppose

V = V [σ1, σ
′
1, . . . , σk, σ

′
k].

ChooseL-formulasτ1(x̄, ȳ), . . . , τk(x̄, ȳ) such that

σ1(x̄, ȳ) < τ1(x̄, ȳ) < σ ′1(x̄, ȳ)

...

σk(x̄, ȳ) < τk(x̄, ȳ) < σ ′k(x̄, ȳ).

Let

W = V [σ1, τ1, . . . , σk, τk, τ1, σ
′
1, . . . , τk, σ

′
k].

ThenW ◦W ⊆ V . a
Since, by assumption, the language is countable,V is countable. Take subsets{Vm | m< ω }

of X × X such that:

¦ V0 = X × X;
¦ Vm is a vicinity ofV, for eachm> 0;
¦ Vm+1 ◦ Vm+1 ◦ Vm+1 ⊆ Vm for everym;
¦ Every vicinity ofV contains someVm.

Let nowρ be a pseudometric onBN which corresponds to{Vm | m< ω } as in Proposi-
tion 5.2. ThenV is a base for the uniform structure ofρ.

Step 2. ρ is definable overA.

Proof of step 2.We just need to show thatf (ρ) = ρ for every A-automorphismf of E.
Let f be such an automorphism. By Isomorphism and Uniqueness,

{ f (r) | r is a nonforking extension of tp(ē/A) } =
{ r | r is a nonforking extension of tp(ē/A) }

Hence, for(c̄, c̄′) ∈ (BN)
n× (BN)

n, we have(c̄, c̄′) ∈ V if and only if (c̄, c̄′) ∈ f (V), i.e.,
f (V) = V . Thus, f (Vm) = Vm for everym, and f (ρ) = ρ by Proposition 5.2. a
Step 3. (BN)

n is closed with respect toρ.

Proof of Step 3.Suppose that there exists a sequence(c̄m) in (BN)
n such that̄cm → c̄ as

m→∞. We show that̄c ∈ (BN)
n. Takeε > 0, and let

V = V [ ‖x̄‖ ≤ N, ‖x̄‖ ≤ N + ε ].

For for largem, we have(c̄m, c̄) ∈ V , so‖c̄‖ ≤ N + ε. Sinceε is arbitrary, we must have
c̄ ∈ (BN)

n. a
Step 4. (BN)

n is compact with respect toρ.

Proof of step 4.By Step 3, we only need to prove that(BN)
n is precompact with respect

to ρ. Suppose that this is not the case. Then there existsδ > 0 and a sequence(c̄m) in
(BN)

n, such thatρ(c̄i , c̄ j ) > δ, for i < j < ω.
Let κ = (2ℵ0)+. Sinceρ is definable overA, the compactness theorem provides a

sequence( d̄i |, i < κ ) such thatρ(d̄i , d̄ j ) > δ/2, for i < j < κ. SinceV is a base for
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the uniform structure ofρ, there existsV ∈ V such that(d̄i , d̄ j ) /∈ V , for i < j < κ. By
refining the sequence( d̄i | i < κ ), we can assume thatV is of the formV [σ, σ ′], where
σ andσ ′ are positive bounded formulas. Thus, for each pair(i, j ) with i < j < κ there
exists a typer i, j (ȳ) such that

(i) r i, j is a nonforking extension of tp(ē/A)
(ii) σ(d̄i , ȳ) ∈ r i, j andσ ′(d̄ j , ȳ) /∈ r i, j , or else,σ(d̄ j , ȳ) ∈ r i, j andσ ′(d̄i , ȳ) /∈ r i, j .

Forα < κ, defineXα = { r i, j | σ(d̄α, ȳ) ∈ r i, j }. From (ii) above, we see thatXα 6= Xβ
for α < β < κ. But this is impossible because, by (i) and Boundedness, there can be at
most 2κ suchXα ’s. a

Now we finish the proof of the proposition. Takēd1 and d̄2 such thatd̄1 realizesq1,
d̄2 realizesq2, andd̄1 andd̄2 are independent overE. By Proposition 4.4, tp(d̄1 a d̄2/E)
does not fork overA. By Symmetry and Monotonicity,

tp(ē/A∪ d̄1 ∪ d̄2) does not fork overA.(**)

Let V = V [ϕ,ψ ] (whereϕ andψ are the formulas chosen in the second line of the proof).
From(∗) and(∗∗), we conclude(d̄1, d̄2) /∈ V . Thus, there existsδ > 0 such that

ρ(d̄1, d̄2) > δ.(†)

TakeM < N such that̄a, b̄ ∈ (BM (E))n. By Steps 2 and 4, ,( (BM )(E) )n is precompact
with respect toρ. Hence, there exist̄d′1, d̄

′
2 ∈ E such that

ρ(d̄1, d̄
′
1) <

δ

6
, ρ(d̄2, d̄

′
2) <

δ

6
.(‡)

Let now c̄1 and c̄2 be realizations ofq1 and q2. Then tp(c̄1/E) = tp(d̄1/E) and
tp(c̄2/E) = tp(d̄2/E). Thus,

ρ(c̄1, d̄
′
1) <

δ

6
, ρ(c̄2, d̄

′
2) <

δ

6
.

From(†) and(‡), we concludeρ(c̄1, c̄2) >
δ
3. This finishes the proof of the theorem.a

5.3. Definition. Let ā andb̄ ben-tuples inE. We say that̄a andb̄ have the same strong
type overA, and write stp(ā/A) = stp(b̄/A), if ρ(ā, b̄) = 0, wheneverρ is a pseudometric
defined on some(BN)

n, with N > ‖ā‖, ‖b̄‖, such that

(1) ρ is definable overA;
(2) (BN)

n is compact with respect toρ.

5.4. Theorem. Let ā andb̄ ben-tuples inE. The following conditions are equivalent.

(1) stpā/A) = stp(b̄/A).
(2) tp(ā/E) = tp(b̄/E), for every modelE containingA.
(3) tp(ā/E) = tp(b̄/E), for some modelE containingA.

Proof. (1) ⇒ (2) is the Compact Pseudometric Theorem.(2) ⇒ (3) is clear. We prove
(3)⇒ (1).

Take a modelE containingA such that tp(ā/E) = tp(b̄/E), and suppose that stp(ā/A) 6=
stp(b̄/A). Find N > ‖ā‖, ‖b̄‖ and a pseudometricρ on (BN)

n such that

(i) ρ is definable overA;
(ii) (BN)

n is compact with respect toρ;
(iii) ρ(ā, b̄) > α, for someα > 0.
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Claim. There existsK with ‖ā‖, ‖b̄‖ < K < N satisfying the following property. For
everyε > 0 there exist̄c1, c̄2 ∈ BK (E) such thatρ(ā, c̄1) ≤ ε andρ(b̄, c̄2) ≤ ε.
Proof of the Claim.We prove the assertion for̄a (this is clearly sufficient). Suppose, by
way of contradiction, that there existK with ‖ā‖ < K < N andε > 0 such that theρ-ball
of radiusε aroundā does not intersectBK (E). By (ii), there exists a positive integert such
that there are at mostc̄1, . . . , c̄t ∈ BN(E) with ρ(c̄i , c̄ j ) ≥ ε

2 for 1≤ i < j ≤ t .
Now, for M andδ with K < M < N and 0< ε

2 < δ < ε, let s(M, δ) be the largest
integerm such that there exist̄c1, . . . , c̄m ∈ BM (E)with ρ(c̄i , c̄ j ) ≥ δ for 1≤ i < j ≤ m.
If K < M < M ′ < N and ε

2 < δ < δ′ < ε, thens(M, δ′) ≤ s(M ′, δ) ≤ t , so there
exist M0 andδ1 such thats(M, δ) = s(M0, δ0) for M andδ with M0 ≤ M < N and
ε
2 < δ ≤ δ1 < ε.

Take M1 andδ0 with M0 < M1 < N and ε
2 < δ0 ≤ δ1 < ε. Let s = s(M0, δ1).

Takec̄1, . . . , c̄s ∈ BM0(E) with ρ(c̄i , c̄ j ) ≥ δ1 for 1 ≤ i < j ≤ s. By our contradiction
hypothesis,ρ(ā, āi ) ≥ ε > δ1 for i = 1, . . . , s. Hence,

|=A ∃x̄1, . . . , x̄s, ȳ

( ∧
1≤i≤s

‖x̄i ‖ ≤ M0 ∧ ‖ȳ‖ ≤ M0 ∧

∧
1≤i< j≤s

ρ(x̄i , x̄ j ) ≥ δ1 ∧
∧

1≤i≤s

ρ(ȳ, x̄i ) ≥ δ1
)
.

SinceE ≺A E,

E |= ∃x̄1, . . . , x̄s, ȳ

( ∧
1≤i≤s

‖x̄i ‖ ≤ M1 ∧ ‖ȳ‖ ≤ M1 ∧

∧
1≤i< j≤s

ρ(x̄i , x̄ j ) ≥ δ0 ∧
∧

1≤i≤s

ρ(ȳ, x̄i ) ≥ δ0
)
.

But then, since theρ-ball of radiusδ0 aroundā does not intersectBM−1(E), we have
s(M1, δ0) ≥ s+ 1, which contradicts the choice ofM1 andδ0 a

Now we conclude the proof of the theorem. By the claim, there existc̄1, c̄2 ∈ E such
thatρ(ā, c̄1) ≤ α

3 andρ(b̄, c̄2) ≤ α
3 . The formula‖x̄ − c̄1‖ ≤ α

3 is in tp(ā/E), but not in
tp(b̄/E). Thus, tp(ā/E) 6= tp(b̄/E). a

6. FORKING EXTENSIONS

In first-order model theory, an extension of a type to a larger set of parameters can be
either forking or nonforking. In Banach space model theory, a finer analysis of forking is
needed. Namely, when one extension is forking, we need to specify “how much” it forks.
For instance, suppose that the uniform structureU is metrizable. Then an extension of a
type isε-forking if it is at leastε-away from any nonforking extension.

In this section, rather than developing a quantitative theory of forking, we prove the
necessary facts about forking extensions to prove the Spectrum Theorem in Section 8.

We begin by proving the following fact about uniform structures which is interesting in
its own right. It states that the neighborhoods of the topology given by a uniform structure
on the space of types are “uniformly definable”.

Proposition 6.1. For every vicinityU there is a vicinityW ⊆ U with the following prop-
erty. For every typep ∈ Sn(B) there exists a set ofL(B)-formulas6(x̄) such that

(1) If q ∈ Sn(B) andq ⊇ 6, then(p,q) ∈ U.
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(2) If (p,q) ∈ W, thenq ⊇ 6.

Proof. Take a vicinityV corresponding toU as in (2-iii) of the definition of uniform struc-
ture [3]. In turn, takeW corresponding toV in the same fashion. ThenW ⊆ V ⊆ U .

Let

61(x̄) ={ψ ′(x̄, b̄) | ( ψ(x̄, ȳ), ψ ′(x̄, ȳ) ) ∈ D(V), ψ(x̄, b̄) ∈ p, b̄ ∈ QB }
62(x̄) ={neg(ψ(x̄, b̄)) | ( ψ(x̄, ȳ), ψ ′(x̄, ȳ) ) ∈ D(V), neg(ψ ′(x̄, b̄)) ∈ p+, b̄ ∈ QB }.

Now define6(x̄) = 61(x̄) ∪62(x̄).
(1): Take a typeq(x̄) ∈ S(B) extending6. We prove that(p,q) ∈ U . Fix

(ϕ(x̄, ȳ), ϕ′(x̄, ȳ)) ∈ D(U )
andb̄ ∈ QB. We show that for everyϕ′′ > ϕ′,

ϕ(x̄, b̄) ∈ p implies ϕ′′(x̄, b̄) ∈ q(*)

ϕ(x̄, b̄) ∈ q implies ϕ′′(x̄, b̄) ∈ p.(**)

Fix ϕ′′ > ϕ′. Find(ψ,ψ ′) ∈ D(V) such thatϕ < ψ andψ ′ < ϕ′′.
Supposeϕ(x̄, b̄) ∈ p. Thenψ(x̄, b̄) ∈ p and by definition,ψ ′(x̄, b̄) ∈ 61 ⊆ q. Hence,

ϕ′′(x̄, b̄) ∈ q. This proves (*).
If ϕ′′(x̄, b̄) /∈ p, then neg(ϕ′′(x̄, b̄)) ∈ p, so neg(ψ ′(x̄, b̄)) ∈ p+. By definition,

neg(ψ(x̄, b̄)) ∈ 62 ⊆ q. Henceϕ(x̄, b̄) /∈ q. This proves (**).
(2): Suppose(p,q) ∈ W. Then(p,q) ∈ V , soq ⊇ 61. We prove that, also,q ⊇ 62.
Suppose that(ψ,ψ ′) ∈ D(V) and neg(ψ ′(x̄, b̄)) ∈ p+ for someb ∈ QB. Then

neg(ψ ′(x̄, b̄)) is an approximation of a formula inp, so there existsψ ′′ > ψ ′ such that
neg(ψ ′′(x̄, b̄)) ∈ p. By the choice ofW, there exists(χ, χ ′) ∈ D(W) such thatψ < χ and
χ ′ < ψ ′′. We haveχ ′(x̄, b̄) /∈ p. Thenχ(x̄, b̄) /∈ q (since(p,q) ∈ W), so neg(ψ(x̄, b̄)) ∈
q. a
6.2. Definition. Let U be a vicinity. Let A ⊆ B, and p ∈ S(B). We say thatp U-
forks overA, or that p is anU-forking extension ofp|A, if (p,q) /∈ U wheneverq is a
nonforking extension ofp over B.

Corollary 6.3. Let A ⊆ B, and letW correspond toU as in Proposition 6.1. Then for
every typep(x̄) ∈ S(B) there is a set ofL(B)-formulas8U (x̄) such that

(1) If p does notU-fork overA, then8U ∪ p|A is consistent.
(2) If q ⊃ 8U ∪ p|A, thenq does not fork overA and(p,q) ∈ U.

Proof. Let p be a nonforking extension ofr over B. Let W and6 correspond top as in
Proposition 6.1 and define8U (x̄) = 6 ∪NA(x̄). a
Corollary 6.4. Let A ⊆ B and p ∈ S(B). Thenp forks overA if and only if p U-forks
over A, for some vicinityU.

Proof. ⇐ is clear. To prove⇒, suppose thatp does notU -fork over A, for any vicinityU .
By Corollary 6.3, the set

p|A∪
⋂

U∈U
8U

is consistent. Hence, there exists a typeq such thatq does not fork overA, and(p,q) ∈ U
for every vicinityU , i.e.,q = p. a

The following corollary is a refinement of the Open Map Theorem.
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Corollary 6.5. Let A ⊆ B, and letW correspond toU as in Proposition 6.1. Then, if
p ∈ S(B) and p U-forks overA, there exists a formulaϕ ∈ p+ such that any extension of
{ϕ } ∪ p|A mustW-fork overA.

Proof. Let8U be as in Corollary 6.3. Thenp∪8U is inconsistent, so there existsϕ ∈ p+
such that{ϕ } ∪ p|A∪8U is inconsistent. By Corollary 6.3, any extension of{ϕ } ∪ p|A
mustW-fork over A. a
6.6. Definition. Let A ⊆ B, and letp ∈ S(B). If U is a vicinity, we say thatp definably
U-forks overA, or thatp is a definablyU-forking extension ofp|A, if there exists a formula
ϕ ∈ p+ such that any type containingϕ mustU -fork over A. In this case we say thatϕ
definesp as aU -forking extension ofp|A.

Corollary 6.5 says that for every vicinityU there exists a vicinityW ⊆ U such that if
every type whichU -forks overA mustW-fork over A definably.

Proposition 6.7. Let A ⊆ A′. Suppose thatp(x̄) ∈ S(A) and p′ is a definablyU-forking
extension ofp over A′. Suppose also that

¦ E ⊇ A;
¦ F ⊇ A′;
¦ q is a nonforking extension ofp over E;
¦ r is a nonforking extension ofq over F.

Then, there exists

¦ A modelF ′ such thatF ≺A F ′;
¦ A nonforking extensionr ′ of r over F ′;
¦ An elementary embeddingf : E ≺A F ′ such thatr ′ is a definablyU-forking extension

of f (p).

F ′

E
/
�

>>

F
?�

OO

A
?�

OO

� � // A′
?�

OO

r ′

q+
�

DefinablyU -forking
88

r?
�

nonforking

OO

p?
�

nonforking

OO

� �

DefinablyU -forking

// p′
?�

nonforking

OO

Remarks.

(1) Supposeϕ definesp′ as aU -forking extension ofp. Thenϕ defines any extension ofq
containingϕ as aU -forking extension. Therefore, the conclusion thatr ′ is a definably
U -forking extension off (p) is redundant.

(2) The modelF ′ can be taken with density(F ′) ≤ density(E)+ density(F).

Proof of Proposition 6.7.For eachc ∈ E, choose a new namec′. By Proposition 10.2,
cl(q) ⊆ cl(r ). Hence, the set

6(x̄) = r (x̄) ∪NF (x̄) ∪ {ϕ(x̄, c̄′) | ϕ(x̄, c̄) ∈ q+ }
is consistent . Let(c′′ | c ∈ E) be an interpretation of the constants(c′ | c ∈ E) such that
the interpretationc′ 7→ c′′ makes6 consistent overF ∪ { c′′ | c ∈ E }. The lemma follows
immediately by definingf (c) = c′′. a
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7. FORKING AND SUPERSTABILITY

7.1. Definition. Let U be a vicinity. LetA0 ⊆ A1 ⊆ . . . be a countable chain of subsets
of E. A U-forking chain over(Ai | i < ω) is a chain of typesp0 ⊆ p1 ⊆ . . . such that
pj ∈ S(Aj ) for each j < ω, andpj is aU -forking extension ofpi , for everyi < j .

We say that the chain(pi | i < ω) is a definablyU-forking chainif pj is a definably
U -forking extension ofpi , for eachi < j .

7.2. Lemma. Suppose that(pi | i < ω) is a definableU-forking chain over(Ai | i < ω).
Suppose also that eachAi is separable. Then for eachi < ω there exist(Ai, j | j < ω)

and a definableU-forking chain(pi, j | j < ω) over (Ai, j | j < ω) such that for each
j < ω,

(1) Ai, j is separable;
(2) Ai,0 = Ai+1;
(3) Ai, j ⊇ Ai+ j+1;
(4) ( pi, j |Ai, j+1 , pi+ j+1 ) /∈ U.

Proof. Fix i < ω. We construct(pi, j | j < ω) and(Ai, j | j < ω) such that

(1) Ai, j is separable;
(2) Ai,0 = Ai+1;
(3) Ai, j ⊇ Ai+ j+1;
(4) pi, j is a nonforking extension ofpi+ j+1 over Ai, j .

This will prove the lemma.
Fix i < ω. We defineAi, j and pi, j by induction onj . Let Ai,0 = Ai+1, and letpi,0 be

a nonforking extension ofpj over Ai,0. Suppose now thatAi, j andpi, j have been defined,
in order to defineAi, j+1 and pi, j+1.

Take a separable modelF ⊇ Ai+ j+2 and a nonforking extensionr of pi, j+1 over F .
Proposition 6.7 provides a separable extensionF ′ of F and a nonforking extensionr ′ of r
overF ′ such thatr ′ is a definablyU -forking extension ofpi, j . We defineAi, j+1 = F ′ and
pi, j+1 = r ′. a

The following proposition establishes the first connection betweenU -forking chains
and stability.

Proposition 7.3. Suppose that for some vicinityU, there exists aU-forking chain. Then,
if κ is a cardinalκ such thatκℵ0 > κ, the theoryT is κ-unstable with respect toU.

Proof. Suppose that(pi | i < ω) is aU -forking chain over(Ai | i < ω). Corollary 6.5
allows us to assume that(pi | i < ω) is a definablyU -forking chain, and that eachAi

is separable. Iterative application of Proposition 6.7 yields separable sets( As | s ∈ κ<ω )
and types( ps | s ∈ κ<ω ) such that for eachs ∈ κ<ω,

(1) ( psai | s ∈ κ<ω, i < ω ) is aU -forking chain over( Asai | s ∈ κ<ω, i < ω );
(2) Asai is separable;
(3) Asaia0 = Asa(i+1);
(4) Asaia j ⊇ Asa(i+ j+1);
(5) ( psaia j |Asa(i+ j ), psa(i+ j+1) ) /∈ U .

Let A =⋃s∈κ<ω As. Then card(A) ≤ κ by (2).
For eachξ ∈ κω, let pξ be an extension of

⋃
s∈κ<ω
s⊂ξ

ps over A. Then pξ ∈ S(A), for

everyξ ∈ κω. We prove that(pξ , pη) /∈ U , for ξ 6= κ. This will show thatT is notκ-stable
with respect toU, because then the density ofS(A) with respect toU is greater thanκ (but
card(A) ≤ κ).
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Take distinct sequencesξ, η ∈ κω. Then there exists ∈ 2<ω and distinct integersi
and j such thats a i ⊂ ξ ands a j ⊂ η. We may assumei < j . Takek such that
sa i a k ⊂ ξ .

By (5) above,

( psaia0, psa(i+1) ) /∈ U.

But

psaia0 ⊆ psaiak ⊆ pξ

and

psa(i+1) ⊆ psa j ⊆ pη.

Hence,(pξ , pη) /∈ U . a
7.4. Definition. A theory T is superstablewith respect toU if T is κ-stable with respect
to U, for every cardinalκ with κ ≥ 2ℵ0.

7.5. Theorem. The following conditions are equivalent.

(1) T is superstable.
(2) For any vicinityU, there is noU-forking chain.
(3) If p ∈ S(A) and U is a vicinity, there is a finite tuplēa ∈ A such thatp does not

U-fork overā.
(4) If A ⊆ E, the set ofn-types that do not fork over some finite subset ofA is U-dense in

S(A).

Proof. (1) ⇒ (2): Suppose that there is aU -forking chain, for some vicinityU . Take a
cardinalκ such thatκ > 2ℵ0 andκℵ0 > κ. By Proposition 7.3,T is not κ-stable with
respect toU. Hence,T is not superstable.
(2)⇒ (3): Let p ∈ S(A), and suppose thatp U-forks over every finite subset ofA. Let

W correspond toU as in Corollary 6.5. Inductively, we find a chain of finite subsets ofA,
A0 ⊆ A1 ⊆ . . . such thatp|Aj is aW-forking extension ofp|Ai , for i < j .
(3) ⇒ (4): Fix a vicinity U and a typep ∈ S(A). Find ā ∈ A such thatp does not

U -fork overā. By the definition ofU -forking, there exists a nonforking extensionq of p|ā
over A, such that(p,q) ∈ U .
(4) ⇒ (1): Let κ ≥ 2ℵ0, and letA be a set of cardinalityκ. For eachā ∈ A there

are at most 2ℵ0 types overā, and each of them has 2ℵ0 nonforking extensions overA (by
Boundedness). Therefore, there are at mostκ ·2ℵ0 = κ types overA which 2ℵ0 do not fork
over some finite subset ofA. Thus, density(S(A)) ≤ κ. a

8. STABILITY SPECTRUM

In this section, the terms “stable” and “density character” are to be taken with respect
to our fixed uniform structureU.

8.1. Theorem. Suppose thatU is metrizable. Then, for any theoryT, one of the following
conditions must be true:

(1) T is not stable;
(2) T is κ stable for every infinite cardinalκ;
(3) T is κ-stable if and only ifκ ≥ 2ℵ0;
(4) T is κ-stable if and only ifκℵ0 = κ.
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Proof. Suppose thatT is superstable. Then, eitherT isω-stable, and (2) holds, or density(S(E)) >
ℵ0 for some separable modelE. In this case, the reader can show that, in fact, density(S(E)) ≥
2ℵ0, soT is notκ-stable forℵ0 ≤ κ < 2ℵ0. Hence, (3) holds.

Now suppose thatT is stable but not superstable in order to prove (4). Take a cardinal
κ such thatκ < κℵ0. By Theorem 7.5, there exists aU forking chain, for some vicinityU .
But then Proposition 7.3 implies thatT is notκ-stable.

If κ = κℵ0 and density(E) ≤ κ, then card(S(E)) ≤ κ (for there are at mostκℵ0 = κ
definition schemata for types overE), soT is κ-stable. a

9. EXAMPLES

In this section we exhibit two examples. The first example is of a theory which isω-
stable but not superstable with respect to the metricd. The second example is of a theory
which is stable but not superstable with respect tod.

At this point we should remind the reader that we already know examples of theories
that are superstable but notω-stable with respect to the metricD, namely, any Banach
space theory which isω-stable with respect tod (e.g., Hilbert spaces,̀p spaces, for 1≤
p <∞) is superstable but notω-stable with respect toD (see [3]).

Some of the computations with positive bounded formulas involved in the examples of
this section are rather lengthy, and we have omitted them for the sake of clarity.

Example 1. A superstable, notω-stable theory: . Let H be an infinite dimensional
Hilbert space. For eachs ∈ 2<ω, find an infinite dimensional subspaceHs of H ,
such that
¦ H∅ = H ;
¦ Hs = Hsa0+ Hsa1;
¦ Hsa0 ⊥ Hsa1.

For eachs ∈ 2<ω, we let

ρk(x) = distance fromx to
⋃
`(s)≤k

Hs,

andH = ( H, ρk | k < m ).
Let Tm be the positive bounded theory of the structureH. Suppose thatE =

( E, ℘k | k < m ) is a model ofTm. ThenE is a Hilbert space. Also, for eachk < m
and eachs ∈ 2k there exists an infinite dimensional subspaceEk of E, such that
¦ E∅ = E;
¦ Es = Esa0+ Esa1;
¦ Esa0 ⊥ Esa1;

and

℘k(x) = distance fromx to
⋃
`(s)≤k

Es.

Thus, ifE1 andE2 are separable models ofTm andā ∈ E1, b̄ ∈ E2 have the same
quantifier-free type, there is an isomorphism fromE1 ontoE2 carryingā to b̄. This
implies thatTm admits quantifier elimination (see [2]).

Let now T = ⋃m<ω Tm. By the preceding argument,T is complete and admits
quantifier elimination. We show thatT is superstable but notω-stable with respect
to the metricd.

Fix a modelE = (E, ℘k | k < ω) of T , of density characterκ. We prove that the
d-density character ofS1(E) is max{2ℵ0, κ }.
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Fors ∈ 2<ω, find a subspaceEs of E as above. LetE be a 2ℵ0-saturated extension
of E. For eachξ ∈ 2ω there exists an infinite dimensional subspaceEξ of E, such
that
¦ Es ⊆ Eξ , if s⊂ ξ ;
¦ E =∑ξ∈2ω Eξ ;
¦ Eξ ⊥ Eη, if ξ 6= η.
For eachξ ∈ 2ω, takexξ ∈ Eξ \ E with ‖xξ‖ = 1. Then, ifξ 6= η, thed-distance

between tp(xξ /E) and tp(xη/E) is
√

2. This shows that thed-density character of
S1(E) is at least 2ℵ0.

If x, y ∈ E \ E andx, y ∈ Eξ for someξ ∈ 2ω, then tp(x/E) = tp(y/E). Hence,
for purposes of counting types overE, we may assume thatEξ \ E is separable for
eachξ ∈ 2ω. Let Aξ be a dense subset ofEξ \ E. Then, the set

{ tp(c/E) | c ∈
∑
ξ∈2ω

Aξ }

is d-dense in the set of nonrealized types overA. But the above set has cardinality
max{2ℵ0, κ }. Thus, the set of nonrealized 1-types overE (and hence the set of all
1-types overE) has density character max{2ℵ0, κ }.

Example 2. A stable, not superstable theory:. Let H be an infinite dimensional Hilbert
space. For eachs ∈ ω<ω let Hs be an infinite dimensional subspace ofH such that
¦ H∅ = H ;
¦ Hs =

∑
i<ω Hsai ;

¦ Hsai ⊥ Hsa j , if i < j .
For eachs ∈ ω<ω, let

ρk(x) = distance fromx to
⋃
`(s)≤k

Hs.

Let H = ( H, ρk | k < m ), and letT be the positive bounded theory ofH.
Let E = ( E, ℘k | k < ω ) be a model ofT of density characterκ. ThenE is a

Hilbert space, and there exist cardinalsλk ≤ κ (k < ω) with the following property.
For eachs ∈ (5k<ωλk)

<ω there exists an infinite dimensional subspaceEs of E,
such that
¦ E∅ = E;
¦ Es =

∑
m∈ω Esam;

¦ Esak ⊥ Esam, if k < m;
and

℘k(x) = distance fromx to
⋃
`(s)≤k

Es.

Arguing as in the preceding example, we see that thed-density character ofS1(E)
is κℵ0. Thus,T is κ-stable if and only ifκℵ0 = κ.

10. APPENDIX: FORKING AND CLASSES

Recall from [3] that a positive boundedL-formula ϕ(x̄, ȳ) is representedin a type
p ∈ S(B) if there existsb̄ ∈ B such thatϕ(x̄, b̄) ∈ p, andalmost representedin p if every
approximation ofϕ is represented inp.

10.1. Definition. If p is a type, theclassof p, denoted cl(p), is the set ofL-formulas that
are almost represented inp.

Proposition 10.2. Let A ⊆ E and p ∈ S(E). The following conditions are equivalent
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(1) p does not fork overA.
(2) If q is an extension ofp|A over a model containingA, thencl(p) ⊆ cl(q).

Proof. (1) ⇒ (2): Let q be an extension ofp over a modelF containingA, and suppose
that cl(p) 6⊆ cl(q). Take a formulaϕ(x̄, ȳ) in cl(p) \ cl(q) and findψ > ϕ such thatψ is
not represented inq. Take nowϕ′ such thatϕ < ϕ′ < ψ .

Let c̄1 be a realization ofp, andc̄2 be a realization ofq. Find anA-automorphismf of
E, with f (c̄1) = c̄2. Sinceϕ′ is represented inp, there exists̄b ∈ E such that

(i) |= ϕ′(c̄1, b̄), and
(ii) |= ϕ′(c̄2, f (b̄)).

Sinceψ is not represented inq, we haveF ⊆ neg(ψ(c̄2,E)); thus, by definition, neg(ψ(c̄2, ȳ)) ∈
NA(ȳ). Hence, by (ii) above, tp( f (b̄)/A∪c̄2) forks overA. By Symmetry, tp(c̄2/A∪ f (b̄))
forks overA. But then, tp(c̄1/A∪ b̄) forks overA, which is impossible, sincēb ∈ E and
tp(c̄1/E) does not fork overA.
(2)⇒ (1): Let p(x̄) be an heir ofp overE. We claim thatp does not fork overA. This

will prove that p does not fork overA.
Let F be a model containingA. We have cl(p) ⊆ cl(p), sincep is the heir ofp. By (2),

we also have cl(p) ⊆ cl(p|F). Hence, cl(p) ⊆ cl(p|F). SinceF is arbitrary,p does not
fork over A, by Proposition 3.5. a
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